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The development history of neural network
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The development history of neural network

—
1 Artificial neuron

Connection weights

Walter Pitts Warren McCulloch p1t
* In 1943, psychologist Warren McCulloch and

Activation function

mathematical logician Walter Pitts put forward Pi

and gave the concept of artificial neural

network and the mathematical model of Pn b

artificial neuron in the collaborative "A logical Currently the most widely

calculus of the ideas immanent in nervous used neuron model

activity". Inaugurated the era of artificial neural

network research.



The development history of neural network
N

1 Hebb Rule

The
Organization

of Behawor

*Hebb Rule: If two neurons of either
side of a synapse are activated
simultaneously, the strength of the
synapse will increase. if not at the
same time, the connection will be
weakened

[ wE = wd + afi(a)g () |
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The development history of neural network

[0 Perceptron

In 1957, Frank Rosenblatt re-
- examined this model from a
& purely mathematical point of
 view, and pointed out that the
weights W and b can be
obtained from some input and
Frank Rosenblatt output pairs (X,y) through
learning algorithms.

Psychological Review
Vol. 65, No. 6, 1958

THE PERCEPTRON: A PROBABILISTIC MODEL FOR
INFORMATION STORAGE AND ORGANIZATION
IN THE BRAIN!
F. ROSENBLATT
Cornell Aeronautical Laboratory

Question: Given some input
and output pairs (X,y),
where y=+1.to find a

function so that: f(X)=y

Sensor:

Set f(X)=sign(W"T X+b),
automatically learn from the
input and output pairs, and

get W and b.



The development history of neural network

Convolutional Neural Network (CNN) was
proposed 1n the 1990s. Yann Lecun was the first
to use CNN for handwritten digit recognition
and has maintained i1ts dominance 1n this issue.

cit C3:f maps 16@10x10
 feature maps S4:f maps 16@5x5
il 6@28x28

B6@14x14

Yann Lecun

Full coanection Gaussian connections
Convolutions Subsampling Convolutions  Subsampling Full connection

1. LeCun Y., Bottou L., Bengio Y., and Haffner P., Gradient-based learning apphed to
document recogmtlon Proceedmgs of the IEEE, pp. 1- 7 1998.



The development history of neural network

O CNN

B The current popular neural network structure
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Where does intelligence come from ?

Where does intelligence come from?
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Where does intelligence come from ?

[0 The first life originated in the ocean

[0 Life is just a simple cell without a brain

12



Where does intelligence come from ?

[0 Mammals already have tiny neocortex

13



Where does intelligence come from ?

[0 Thinking: What determines biological intelligence?

A. Could it be determined by the size of
the head?

B. Maybe it depends on athletic ability?
C. Anyway, humans are the smartest!

D. May it be the legendary
neocortex?

14



Where does intelligence come from ?
-_—

O Intelligence comes from the brain

O Intelligence depends on the neocortex of the brain

TTNEOCORTEX

LIMBIC SYSTEM

REPTILIAN COMPLEX

15



Where does intelligence come from ?

[0 Neocortex
- Functional Region

. Irregular size and shape of each
functional area

16



Where does intelligence come from ?
-_—

Region

C | > - Seamlessly stitched together physically

I
: Functionally arranged in a hierarchical

(Union area) structure

Visual region : seeing mosquitoes

@—Iearing are@ (Visual areeD Cfactile areeD - Hearing region : hearing a humming

sound

Tactile region : feel pain

Union region : unite three senses

together

17



Where does intelligence come from ?

De;cending =
nerve fibres

6 layers: each layer has different types
of nerve cells

The neocortex plays a key role in most
"advanced cognitive functions" such as
thinking, memory, planning, perception,

language, and attention.

18



Where does intelligence come from ?

k- |

Neocortex

The size of a napkin (about
1000cm?)

The thickness of six playing
cards (about 2mm )

Each square millimeter of the
area contains about 100,000
neurons

About 30 billion neurons in
total

About 100 trillion synaptic
connections

The Neocortex is the thin surface layer of the vertebrate brain. It is the latest
and most functionally advanced part in the evolutionary history of the brain and
the entire nervous system. It shows the "largest size difference" among different

mammals (especially humans).

19



Where does intelligence come from ?

The biological neural network 1n the neocortex plays a vital role in
intelligence!

Neural Networks

= Neuron is the basic unit in neural network

=  Connections between neurons are established
and changed through learning

= A large number of neurons interconnected to

form a neural network

20



Neural Networks
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 Feedforward Neural Network
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Biological Neurons and Neural Networks

_— — e Three main components

- Soma (fE{£)
- Dendrite (%)

+ Axon (3%R)

® Neurons are cells in the brain that

P\, % beccte  Auen ; can receive electrical stimulation
= R L/~ i
N @ - - Soma can o) V< ® Neurons process and transmit
@ oo &<

7 & L \\ o Gl information through electrical and
o chemical signals

22



Biological Neurons and Neural Networks

 Soma: Soma 1s the nutrient center of the cell.
* A large amount of protein required for neural activity 1s mainly
synthesized 1n Nissl body, and then flows to the nucleus,

mitochondria and Golgi complex.

23



Biological Neurons and Neural Networks

* Dendrites receives mputs from many other neurons and transmits
these signals to the soma.

* Dendrites gives neurons a unique branching shape, the size of
dendrites far exceeds the size of the soma

ﬂThis is a huge, distant antenna that cam
'hear' thousands of signals inputted by
synaptic, which are distributed on the

branch structures of other neurons in

J

24



Biological Neurons and Neural Networks

Axons: transmit information to each synapse in the form of

electrical impulses

action
potential

oooooo

action
potential

myelinated
axo ©
AXON
Myelin sheath gap
(Node of Ranvier)
Myelin sheath )\

25



Biological Neurons and Neural Networks

1 The connection of Neurons

Santiago Ramon y Cajal Camillo Golgi

Shared the Nobel Prize in 1906

26



Biological Neurons and Neural Networks

[0 Synapse: a contact structure in which pulses from one neuron are
transmitted to another neuron.

Synaptic vesicle

- Nerve impulses from one cell affect the behavior of another cell.
- the strength of the connection between the two neurons will increase
when two neurons produce a peak almost at the same time.



Biological Neurons and Neural Networks

= There are about 30 billion neurons 1n the neocortex
= About 100 trillion synaptic connections between neurons

Knowledge 1s reflected in the strength of

connections between neurons

28



Biological Neurons and Neural Networks

Although some progress has been made 1n understanding the
macrostructure of this very complex tissue, its structure at the level
of individual nerve cells and the interconnected synapses are
largely unknown.
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Neural Networks

* The Development History of Neural Networks
* Where does Intelligence Come From ?

* Biological Neurons and Neural Networks

* Computational Model of Neural Network

 Feedforward Neural Network
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Computational Model of Neural Network

] Artificial Neuron

Idea: Using computers to simulate the activities of biological neural
networks 1s expected to make machines intelligent

4

Artificial neural networks
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Computational Model of Neural Network

] Artificial Neuron

Biological neural network Artificial neural networks

Q Neurons Neuron mod@@
Synaptic Abstract .
Q Connection ' Weights
Biological , Neural network
Neural Networks | Build a computable models

mathematical model

Learnin Learning
= algorithm

32



Computational Model of Neural Network

] Artificial Neuron

Single neuron structure

2\ ’ termmnal

e Soma (cell body)

I ° Nucieus {i»\‘ - <
\ ” ¥

How to abstract?

Soma, Dendrites, Axons
Function: Collect and transmit
signals

Dendrites receive multiple inputs
Soma superimposes input
information

Pulses are generated when
information 1s superimposed to a
certain extent

Single output

33



Computational Model of Neural Network

[ Artificial Neuron
» Spiking Model (i HEAE 7))
« Membrane potential (J& H{7)
e Firing-Rate Model (&1 K R
* Firing rate (5 ‘K3)

34



Computational Model of Neural Network

—

[0 Artificial Neuron: Spiking Model

The Nobel Prize in Physiology or
Medicine 1963 was awarded jointly to
Sir John Carew Eccles, Alan Lloyd
Hodgkin and Andrew Fielding Huxley
"for their discoveries concerning the
1onic mechanisms involved in excitation
and inhibition in the peripheral and
central portions of the nerve cell
membrane."

hoto
archive. archive archive.
Sir John Carew Eccles  Alan Lloyd Hodgkin Andrew Fielding
Prize share: 1/3 Prize share: 1/3 HUX|ey
Prize share: 1/3

"Because they discovered the 1on mechanism of excitement and
inhibition in the surrounding and central part of the nerve cell
membrane.” 3s



Computational Model of Neural Network

Outside
Na* (145 mM)
K" (5mM)

~ CI” (110 mM)
Ca?*(2.5-5 mM)

[0 Artificial Neuron: Spiking Model J

Ik INa I Inside - A" (25mM)
CV = I - gxn'(V - Ex) — gvam’h(V — Bya) — gu(V - Bu) o Gismo
n = a,(V)(1—-—n)—03.(V)n cl” (4 mM)
Ca2*(0.1uM)
— am(V)(l —m) — Bn(V)m A" (147 mM)

o> 3
|

= an(V)(L = h) = Br(V)h, .

apical dendrites

e In 1939, the electrical

§ e e activity on the giant axons
g roms BN of the nerve cells of the
5 squid was investigated
| % — * Won the 1963 Nobel Prize
s me. ms in Physiology or Medicine
=
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Computational Model of Neural Network

[0 Artificial Neuron: Firing-Rate Model

Signals from
other neurons

output signal

37



Computational Model of Neural Network

[0 Artificial Neuron: Firing-Rate Model -- Input abstract

Inputs

l from

other

necurons
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Computational Model of Neural Network

[0 Artificial Neuron: Firing-Rate Model -- Input abstract

b
[
~
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Computational Model of Neural Network

[0 Firing-Rate Model -- Output abstract

. 21 f A=/
: ! Neuron output
Wn
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Computational Model of Neural Network

[0 Artificial Neuron: Firing-Rate Model

P1 ”,

Synap % IS RS

Connection strength

Dendii‘ites Activation function
| Axonal output R
pi _ f .
a=/@ “ a=f E W;Dj
=1
Pn internal input
T Neuron output

input signal
41



Computational Model of Neural Network

[0 Firing-Rate Model: Activation function ) KA @

a = hardlim (n)
Hard Limit Transfer Function

a = hardlim(wp +b)
Single-Input hardlim Neuron
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Computational Model of Neural Network

[0 Firing-Rate Model: Activation function

a a
___________ b )

o T 74
______________ e
a = purelin(n) a = purelin(wp +b)

Linear Transfer Function Single-Input purelin Neuron
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Computational Model of Neural Network

wq

O Firing-Rate Model: Activation function !>

a a
U A oo T Tl
_— e

0 il f A 0 P
""""""" _1 I S |
a = logsig(n) a = logsig(wp +b)

Log-Sigmoid Transfer Function  Single-Input logsig Neuron
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Computational Model of Neural Network

—

0 Firing-Rate Model:
Activation function

. MATLAB
Name Input/Output Relation Icon Function
. =0 <0 — .
Hard Limit . ! hardlim
a=1 nx20 —
. _ = -1 <0 .
Symmetrical Hard Limit ¢ " :F hardlims
a=+1 n=20
Linear a=n 74 purelin
a=0 n<0
Saturating Linear a=n 0<n<lI _l satlin
a=1 n>1
S tric Saturati @=-1 <=l
mmetric Saturatin .
y Linear £ a=n -1<n<l 7£ satlins
a=1 n>1
. . 1 .
Log-Sigmoid a= oo L logsig
+e
Hyperbolic Tangent e .
YPeroUue Jig a=4=¢ + tansig
Sigmoid e
a=0 n<0
Positive Linear oslin
a=n 0<n ‘Z p
.- = 1 neuron with max
Competitive ¢ ' " C compet

a = 0 all other neurons

I5



Computational Model of Neural Network

[0 Artificial Neuron: Firing-Rate Model

Vector form

y =f(Wx)

46



Computational Model of Neural Network

—

[0 Example: Classification on one neuron

Apple/Banana Sorter

47



Computational Model of Neural Network

[0 Example: Auto classifier of apple/banana

L} -

Feature: Feature:
red, yellow,
round

strip
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Computational Model of Neural Network

[0 Example: Auto classifier of apple/banana

L} -

Feature: Feature:
red, yellow, X1

round strip X2
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Computational Model of Neural Network

-~
[0 Example: Auto classifier of apple/banana

> The mathematics model of neuron

50



Computational Model of Neural Network

[0 Example: Auto classifier of apple/banana

b Feature: red, round u Feature: yellow, strip

—_————
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Computational Model of Neural Network

[0 Example: Auto classifier of apple/banana

é Feature: red, round u Feature: yellow, strip

—_—
~ Red: 1 ~ round : 1

Color < shape <

- yellow: -1 ~ strip : -1

—

52



Computational Model of Neural Network

[0 Example: Auto classifier of apple/banana

é Feature: red, round u Feature: yellow, strip

—_—-——
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Computational Model of Neural Network

[0 Example: Auto classifier of apple/banana

» The mathematics model of neuron
Set:

+ weight =[] [1]
1

e Active function f(x) = > X

54



Computational Model of Neural Network

[0 Example: Auto classifier of apple/banana

> The mathematics model of neuron

Input:

Apple X = [))2] = [ﬂ

Red: 1

round : 1

1
Output: y = E(X1 +x,) =1
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Computational Model of Neural Network

[0 Example: Auto classifier of apple/banana

> The mathematics model of neuron

Input:

Banana X = [;(;] %:ﬂ

yellow: -1

strip : -1

1
Output: y = E(xl +x,) =—1
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Computational Model of Neural Network

] Neural Networks

Neurons Neural Networks

57



Computational Model of Neural Network

] Neural Networks

Neural Network = Neurons + Connections

58



Computational Model of Neural Network

] Neural Networks

Feedforward neural network

neurons + feedforward connections

connection
neurons >

ncurons

connéction

Recurrent neural network

neurons =+ recurrent connections

connection

ncecurons ncurons

conngction conpection
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