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The Introduction to Artificial Intelligence

O Curriculum Aims & Objectives

mMaster the basic concepts, methods of Al
mBe familiar with applications of Al

mUse computer to solve some actual problem of intelligence.
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] Class Administration

* What are we going to learn in this term?
* Part 1 Brief Introduction to Al
* Part 2 Model selection
* Part 3 Machine Learning
* Part 4 Neural Networks

* Part 5 Applications
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* Teaching hours: 32 hours

* Assessment:

Assessment Methods Assessment Requirements Assessment Weighting
Homework 3-4 times

. . ——— 40% of grade
Literature review About Applications in Al
Classroom performance | Attendances, test and interaction 20% of grade
Final exam Open-book examination 40% of grade

* No Copy! No Plagiarize!
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Literature Search

* Top Researcher, Conference, Journal in Al area......
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» Journal: Al, TPAMI, 1JCV, et al.
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=t=Part [ Brief Introduction to Al



Brietf Introduction to Al

1.1 What 1s Artificial Intelligence (AI)?
1.2 A brief history

1.3 The state of art

1.4 Applications

1.5 Summary
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1.1 What 1s Artificial Intelligence (AI)?

1.2 A brief history
1.3 The state of art
1.4 Applications

1.5 Summary
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1.1 What 1s Artificial Intelligence (AI)?

When 1t comes to artificial intelligence,
what comes to your mind first?
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1.1 What 1s Artificial Intelligence (AI)?

HUMAN-LIKE ROBOTS?
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1.1 What 1s Artificial Intelligence (AI)?

AUTO-DRIVING SYSTEMS
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1.1 What 1s Artificial Intelligence (AI)?

What Is Artificial Intelligence?
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1.1 What 1s Artificial Intelligence (AI)?

1 Definitions

* “the exciting new effort to make computers t[ ..sy «x1n = 1 ) R
full and literal sense.” (Haugeland, 1985) [ HEILBE S N ABIRIHAH. /
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* “The study of mental faculties through the use ¢ .z 4 B+ B AT A S o o
‘ SRR E
models.”(Chrniak and McDermott, 1985) C{ ELEL LR HAET) )
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act.”(Winston, 1992) /
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agents.”(Poole et al.,, 1998) /

« “Al ... is concerned with intelligent beh{ AT ELE N T 5t S0 T A
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1.1 What 1s Artificial Intelligence (AI)?

—
0 We see eight definitions of Al in four categories.

Systems that think like humans

Systems that think rationally

“the exciting new effort to make computers
think ... machines with minds, in full and
literal sense.” (Haugeland, 1985)

“[ The automation of] activities that we
associate with human thinking, activities
such as decision-making, problem solving,
learning ... ”(Bellman, 1978)

“The study of mental faculties through the
use of computational models.”’(Chrniak

and McDermott, 1985)
“The study of the computations that make

it possible to perceive, reason and
act.”(Winston, 1992)

Systems that act like humans

Systems that act rationally

“The art of creating machines that perform
functions that require intelligence when
preformed by people.”(Kurzweil, 1990)
“The study of how to make computers do
things at which, at moment, people are
better.”(Rich and knight, 1992)

“Computational Intelligence is the study of
the design of intelligent agents.”(Poole et

al.,, 1998)
“Al ... 1s concerned with intelligent

behavior in artifacts.”(Nillsson, 1998)




1.1 What 1s Artificial Intelligence (AI)?

—

1 Definitions

Systems that think like humans | Systems that think rationally

Systems that act like humans Systems that act rationally

»> We see eight definitions of Al, laid out along two dimensions.

» The definitions on the top concerned with thought processes
and reasoning, whereas the ones on the bottom address
behavior.

17



1.1 What 1s Artificial Intelligence (AI)?

—

1 Definitions

Systems that think like humans | Systems that think rationally

Systems that act like humans Systems that act rationally

» The definitions on the left measure success in terms of fidelity
to human performance, whereas the ones on the right measure
against an 1deal performance measure, called rationality.

» Let us look at the four approaches in more detail.

18



1.1 What 1s Artificial Intelligence (AI)?

—

[0 Systems that act like humans: The Turing test (1950)

» A computer passes the test if a human interrogator, after posing
some written questions, cannot tell whether the written
responses come from a person or from a computer.

» “Can machine think?” = “Can machine behave intelligently?”

» Turing test 1s not reproducible, constructive, or amenable to
mathematical analysis.

HUMAN
INTERROGATOR

The Turing test
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1.1 What 1s Artificial Intelligence (AI)?

—
[0 Systems that think like humans: Cognitive Science (1960)

» way of determining how humans think;

» to get inside the actual workings of human minds;

» The interdisciplinary field of cognitive science brings together
computer models from Al and experimental techniques from
psychology to construct precise and testable theories of the

human mind.

20



1.1 What 1s Artificial Intelligence (AI)?

—

[0 Systems that think rationally: Laws of Thought

» Several Greek schools developed various forms of logic:
notation and rules of derivation for thoughts;

» Aristotle, one of the first to attempt to codify “right thinking” :
what are correct arguments/thought processes?

» Direct line through mathematics and philosophy to modern Al

21



1.1 What 1s Artificial Intelligence (AI)?

—

[0 Systems that act rationally: Rational agents

» An agent 1s an entity that perceives and acts.
» This course is about designing rational agents.
» Abstractly, an agent is a function from percept histories to
actions:
[ P> A
» For any given class of environments and tasks, we seek the
agent (or class of agents) with the best performance.

— design best program for given machine resources

22



1.1 What 1s Artificial Intelligence (AI)?

What Is Artificial Intelligence?
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1.1 What 1s Artificial Intelligence (AI)?

—

[0 What Is Artificial Intelligence?

Actually,
artificial intelligence is intelligence exhibited by machines.

atll AE B 14:34 64% @}

¢¢ What's the derivative of
X squared plus 2X plus
X cubed 9

| found this for you:

Ll
e Derivative

P L (X242X4XY)=3X0+2X+2
dx

L]
* Plots




1.1 What 1s Artificial Intelligence (AI)?

What Is Intelligence ?
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1.1 What 1s Artificial Intelligence (AI)?

D In dlctlonarles . oo A Collection of Definitions of Intelligence

Shane Legg
(A A== A1 1 = = 2 IDSIA, Galleria 2, Manno-Lugano CH-6928, Switzerland
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by

. e 1 L
“F3]. ERAMEFIESAETIEMERNE R EE q

-7 TT
m  “The general mental ability involved in calculating, reasoning. perceiving

R HEIETE ﬁﬂ\ﬁﬂ%¥ﬂ¥w\&L%7 ﬁﬁﬂ %r}

U\mﬂﬂﬁ%hm\ﬁ¥ REVIBCINE U

ItUAtloulls.

Columbia Encyclopedia, sixth edition, 2006
'[ #3, BRMBENE J

-[ '“Aj ﬁﬂﬁﬂmm J

26




1.1 What 1s Artificial Intelligence (AI)?

D In dlctlonarles . oo A Collection of Definitions of Intelligence
Shane Legg
m  “The ability to use memory, knowledge, experience, DS, Gllria 2 M Lo CILOUS St
understanding, reasoning, imagination and judgement in Do g ST
order to solve problems and adapt to new situations.” B

October 4, 2006

m  “The ability to learn, understand and make judgments or
have opinions that are based on reason”

Cambridge Advance Learner’ s Dictionary, 2006

m  “The general mental ability involved in calculating, reasoning, perceiving
relationships and analogies, learning quickly, storing and retrieving information,
using language fluently, classifying, generalizing, and adjusting to new
situations.”

Columbia Encyclopedia, sixth edition, 2006

m  “The ability to learn, understand, and think about things.”
Longman Dictionary or Contemporary English, 2006

m  “The capacity to learn, reason, and understand.”
Wordsmyth Dictionary, 2006
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1.1 What 1s Artificial Intelligence (AI)?

—

D In dlctlonarles . e A Collection of Definitions of Intelligence
Shane Legg
m  “The ability to use memory, knowledge, experience, e ™
underStandlng9 reasonlng9 imaginatlon and judgement ln IDSIA, Galleria 2, Ir:;[q:.l.:tills..il.]ut»‘((:lmzx Switzerland
order to solve problems and adapt to new situations.” P ot et
October 4, 2006

m  “The ability to learn, understand and make judgments or
have opinions that are based on reason”

Cambridge Advance Learner’ s Dictionary, 2006

m  “The general mental ability involved in calculating, reasoning, perceiving
relationships and analogies, learning quickly, storing and retrieving information,
using language fluently, classifying, generalizing, and adjusting to new
situations.”

Columbia Encyclopedia, sixth edition, 2006

m  “The ability to learn, understand, and think about things.”
Longman Dictionary or Contemporary English, 2006

m  “The capacity to learn, reason, and understand.”
Wordsmyth Dictionary, 2006
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1.1 What 1s Artificial Intelligence (AI)?

[0 What Is Artificial Intelligence?

."%W We agree with that:
':V:afﬂ\.ﬂ'tgnl ve

re “t ﬁ“ £,
> mlﬂ cl'g_l,m” :p s e rtanc Intelligence is the ability. to learn or

?““WIDW
.,...; """";[;"% understand or to deal with new or
= I nte I I lge n c e =s  trying situations;

"W "anen eationindiviguplsterr i the gbility to apply kpowledge to
S msc|ence manipulate one's environment or to

ﬁ‘i etence ]
;s%"é?‘ think abstractly.
hilosdphy
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1.1 What 1s Artificial Intelligence (AI)?

[0 What Is Artificial Intelligence?

HUMAN * Artificial intelligence (Al) 1s an
— :»  arca of COMPUTER SCIENCE
= .
@ 5 *T that enables machines to learn
o 0 . :
> from experience, adjust to new
-

inputs and perform human-like

tasks.
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Chapter 1 Introduction

1.1 What 1s Artificial Intelligence (AI)?
1.2 A brief history

1.3 The state of art
1.4 Applications

1.5 Summary
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1.2 A brief history

[0 The History of Al

Father of modern computer

1942,
Turing Test

g)))))))))))))))))))))

"Alan Turing




1.2 A brief history
—

[0 The History of Al
> 1943-1955: The gestation of AI (42 F )

* In the 1940s, “Connectionism” was developed to study the process
of thinking.

* In 1950, Alan Turing wrote “Computing Machinery and Intelligence™.

VoL. uix. No. 236.] [October, 1950

Father of modern computer MIND

A QUARTERLY REVIEW
OF

PSYCHOLOGY AND PHILOSOPHY

| @

I—-COMPUTING MACHINERY AND
) INTELLIGENCE

(P

¥

By A.M.TuriNne

1. The Imitation Game.

I PropOSE to consider the question, ‘Can machines think ?’
This should begin with definitions of the meaning of the terms
‘machine ’and ‘ think ’.  The definitions might be framed so as to
reflect so far as possible the normal use of the words, but this
attitude is dangerous. If the meaning of the words ‘ machine’
s and ‘ think * are to be found by examining how they are commonly
Alan Turln + used it is difficult to escape the conclusion that the meaning

g and the answer to the question, ‘ Can machines think ?’is to be
sought in a statistical survey such as a Gallup poll. But this is
absurd. Instead of attempting such a definition I shall replace the
question by another, which is closely related to it and is expressed
in relatively unambiguous words. 33




1.2 A brief history

[0 The History of Al

Dartmouth Artificial Intelligence (AI)
Conference

We propose that a 2 month, 10 man study of artificial
intelligence be carried out during the summer of 1956 at
Dartmouth College in Hanover, New Hampshire.

195 69 The study is to proceed on the basis of the conjecture
. ¢ 29 that every aspect of leaming or any other feature of
The blrth Of AI intelligence can in principle be so precisely described

that a machine can be made to simulate it. An attempt
will be made to find how to make machines use
language, form abstractions and concepts, solve kinds

1942 of problems now reserved for humans, and improve
> themselves.
Turlng Test - Dartmouth Al Project Proposal; J. McCarthy et al;

Aug. 31, 1955

2000020222222222222224
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1.2 A brief history

[0 The History of Al
> 1956: The birth of Al (#£4:)

» Artificial Intelligence was formally born in a workshop
conducted by IBM at Dartmouth College in 1956.

Dartmouth Artificial Intelligence (AI) : :
Conference FAIR 1956 FMEEDARMOUTH

RKEFR—RBIOANFHARNABA

We propose that a 2 month, 10 man study of artificial TE&eMR.
intelligence be carried out during the summer of 1956 at
Dartmouth College in Hanover, New Hampshire.

" s 5 D o o N L/, —
The study is to proceed on the basis of the conjecture leﬁ ﬁﬁ ﬁmgq:lzdzi /I\ﬁil‘ﬁﬁi:{_f E,‘J ’
that every aspect of leaming or any other feature of El] ﬁ SJ EI\] /'E—/I\ji ﬁ EJ?, %J ﬁlé EI\] 1$1ﬂ' E

intelligence can in principle be so precisely described

that a machine can be made to simulate it. An attempt 'fﬁ-',’—‘I:#ﬁE },—% )nJJ J:%]ZEI uﬁﬂ ]J:l_’, *%E ﬁ% ﬂ’l_ﬂjﬁ' ]‘ZE :
will be made to find how to make machines use . o e
language, form abstractions and concepts, solve kinds uiﬂzﬁf u%ljl%— é*ﬂﬁ’ﬁ%ﬁ? u'_E,' o

?;egrggjsg§ now reserved for humans, and improvg ﬁt j:f. §| J !lﬂ 1ﬂ 1§ FH i%%_ , ﬂ:z EJ?, ?EH % %\n

/%,\\ 73\ Ak < Y] Sy
- Dartmouth Al Project Proposal; J. McCarthy et al ; ?;EEIL' ’EETJ&E F]Ujjkgé'{%EEl E,\J%ﬁplﬁ]
Aug. 31, 1955, &, IREEC.
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1.2 A brief history

[0 The History of Al

The father of Al The fathef of information theory

ST R
o s il !

Dartmouth Artificial Intelligence (AI)
Conference

We propose that a 2 month, 10 man study of artificial ‘
JOhl’l Mccarthy intelligence be carried out during the summer of 1956 at

Dartmouth College in Hanover, New Hampshire.

Claude Shannon

The study is to proceed on the basis of the conjecture

Won the Turing AWEII'd that every aspect of leaming or any other feature of

intelligence can in principle be so precisely described :
l i o =~/ that a machine can be made to simulate it. An attempt DCSlgnCd the IBM 701

v will be made to find how to make machines use
language, form abstractions and concepts, solve kinds il )

of problems now reserved for humans, and improve ,

themselves.

- Dartmouth Al Project Proposal; J. McCarthy et al.:
Aug. 31, 1955.

Marvin Minsky « S
Nathaniel Rochest&r



1.2 A brief history

[0 The History of Al
1956, at Dartmouth

Dartmouth Conference: The Founding Fathers of Al

ﬁa R\

Marvin Minsky Claude Shannon

John McCarthy

Ray Solomonoff

Alan Newell

Herbert Simon  Arthur Samuel

' ' And three others...
Oliver Selfridge
' (Pandemonium theory)
.: ":_:: Nathaniel Rochester
PP (IBM, designed 701)

q Trenchard More
(Natural Deduction)

K

2006, at Dartmouth

Five of the attendees of the 1956
Dartmouth Summer Research Project on
Artificial Intelligence reunited at the July
Al@50 conference. From left: Trenchard
More, John McCarthy, Marvin Minsky,
Oliver Selfridge, and Ray Solomonoff.
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1.2 A brief history

[0 The History of Al

1956,
The birth of “AI”
In 1959, the General problem solver was
demonstrated by Newell, Shaw & Simon.

B2, [t was the first useful Al program.

General problem solver

1942,
Turing Test

g)))))))))))))))))))))




1.2 A brief history

—
[0 The History of Al
» General Problem solver

* Computer program that solves any problem to be expressed
with well-formed formulas (Horn. Clauses).

o Towers of Hanoi

o Euclidean Geometry

John Clifford Shaw

Allen Newell Herbert Simon 39



1.2 A brief history

[0 The History of Al

In 1962, a checkers-playing program

1956, .
The birth of “AI”’ written by Arthur Samuel defeated a
self-proclaimed master player.
1959, |

General problem solver

1942,
Turing Test

\
g))g))))))))))))))))))

: _: \"
I 7 /’
1962, / a L(\/jx/

A checkers-playing program



1.2 A brief history

[0 The History of Al

1956

The birth of “AI”
1960s ~ 1970s

Expert system

1959
General problem solver

|
1942 1962

Turing Test | First game-playing program

3))£))‘))£))))))))))))u)




1.2 A brief history

[0 Expert System

Knowledge
Non-expert ..‘ ........................................ ;: from an expert
user . Expert System L e

Query . @
q Jt“ =

- 2 Inference

“ = <

. T Engine
h: g
Advice

llllllllllllllllllllllllllllllllllllllll

Expert system is an artificial intelligence program that has
expert-level knowledge about a particular domain and knows how

to use its knowledge to respond properly.

42



1.2 A brief history

[0 The History of Al

1956

The birth of “AI”
1960s and 1970s

Expert system
1959
General problem solver In early1980s
| Neural networks
1942 1962

Turing Test | First game-playing program

3))£))‘))£))))))))))))%)




1.2 A brief history

] Neural Networks

Human neural network Artificial neural network

44



1.2 A brief history

] Neural Networks

The typical human neocortex
contains around thirty billion
neurons. A tiny square
millimeter contains an estimated
100,000 neurons.

45



1.2 A brief history

[0 The History of Al

1956

The birth of “AI”
1960s and 1970s

Expert system
1959
General problem solver In early1980s
| Neural networks
1942 1962
Turing Test | First game-playing program 1997

Deep Blue

g))g))‘))g)))))))l)))))%)




1.2 A brief history

[0 Deep Blue

FRIDAY, FESRUARY 17, 157

Gt § 4 T e T T
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1.2 A brief history

[0 The History of Al

1956
The birth of “AI”

1959

1960s and 1970s
Expert system

General problem solver

I
1942

Turing Test | First game-playing program

1962

3))£))‘))£)))))))|)))))?

2017

AlphaGo
In early1980s

Neural networks

1997
Deep Blue




1.2 A brief history

[0 The History of Al

Google AlphaGo Beats World Champions|

» Google DeepMind
Challenge Match
8 - 15 March 2016

°:Q’ Google DeepMind

Chalenge Matcn

{6 AlphaGo

A year ago, Li Shishi was defeated by AlphaGo -
www.bestchinanews.com/Science-Technology/8794.html ~
Mar 16, 2017 - March 2016 AlphaGo challenge world champion, S
Li Shishi represents the highest level of mankind. Before

Li Shishi explained the man-machine war Bureau: ,
thechinesenews.net/Today-News/65702.html

May 28, 2017 - Li Shishi explained the man-machine war Bureau: Al
times Li Shishi nine paragraph explanation ...

Google's AlphaGo Al beats Lee Se-dol again to win ¢
https://www.theverge.com/2016/3/15/.../alphago-deepmind-go-matc
Mar 15, 2016 - After suffering its first defeat in the Google DeepMind Ch
Go-playing Al AlphaGo has beaten world-class player

49



1.2 A brief history

[0 The History of Al

1956
The birth of “AI” 19605 and 1970s
Expert system
2017
1959 In early1980s AlphaGo
General problem solver Neural networks
I

1942 1962

| | _ 1997
Turing Test | First game-playing program

Deep Blue

g))g))‘))g))))))‘)))))z)




1.2 A brief history

[0 Nowadays
» Foundation Model!
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1.1 What 1s Artificial Intelligence (AI)?
1.2 A brief history
1.3 The state of art

1.4 Applications

1.5 Summary

52



1.3 Nowadays

0 The foundations of Al

> Philosophy (& %): logic, methods of reasoning, foundations of
learning, language, rationality

> Mathematics (F{%): formal representation and proof,
algorithms, computation, (un)decidability, (in)tractability,
probability

> Psychology (:L>¥57): adaptation, phenomena of perception and
motor control, experimental techniques

> Economics (457 %): formal theory of rational decisions

> Linguistics (& 5 %): knowledge representation

> Neuroscience (f# 22 %}2#) : plastic physical substrate for mental
activity

> Control theory (Y1 B1i2) : homeostatic systems, stability;

simple optimal agent designs



1.3 Nowadays
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1.3 Nowadays

[0 Many Al proc
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1.3 Nowadays
——

B [mage recognition: CNN achieve over 97% recognition rate on
Imagenet2017 dataset, which 1s comparable to human
performance.

B Speech recognition: RBM network reduce the error rate by 30%,
which 1s the most significant breakthrough in the past decade.

B Nature language processing: recurrent neural networks show
superior performance than baseline methods in NLP problems..

B Al Games: AlphaGO defeated Lee Sedol and Jie Ke, two of the
best Go players in the world.

B Disease diagnosis: artificial intelligence can help doctors avoid
mistakes.

B GAN: Training a nerwork to understand and generate data.
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1.3 The State of Art

—

0 A few tasks of artificial intelligence systems

~

» Robotic vehicles Computer Vision
» Speech recognition :

. Nature L P
> Image Understanding ature Language Processing
> RObO,t . Speech Signal Processing
» Protein Prediction -
» Machine Translation AI Game
> ...

Bioinformatics
Al- CDSS
-
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1.4 Applications
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* 1. Computer Vision
* 2. Nature Language Processing
* 3. Speech Signal Processing
* 4. Al Game
* 5. Bioinformatics

* 6. AI- CDSS (Artificial Intelligence for clinical
decision support)
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1.4 Applications - Computer Vision

Al is used to give human recognition intelligence to machine which
1s required in Computer Vison filed.

» Image Classification

» Image Understanding = EA - b

> Semantic Segmentation e i =

> Tracking =

» Object Detection

» Image Style Transfer

» OCR (optical character
recognition);

» Face Recognition
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1.4 Applications - Computer Vision

» The simplest model in CV. " Image Classification

Image Understanding
Semantic Segmentation
Tracking

Image Input Al Model Output for different tasks
» Object Detection

aeroplane? no.

person? yes.

tvmonitor? no.

1. Input 2. Extract region 3. Compute 4. Classify
image  proposals (~2k) CNN features regions
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1.4 Applications - Computer Vision

)
[0 Object Detection

» My real project: flying UAVs detection

» With the rapid development of UAV technology, UAV not only
plays an increasingly important role in war, but also brings
convenience to people's life.

» Adverse effects, such as drones flying into no-fly zones causing
safety problems.

Flying UAVs detection 1s necessary.
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1.4 Applications - Computer Vision

[0 Object Detection

» My real project: flying UAVs detection

-

STEP 1: UAVs Recognition, like uav 1, uav 2..
STEP 2: Location by bounding box
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1.4 Applications - Computer Vision

[0 Object Detection
» My real project: flying UAVs detection

Input Detection Output
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1.4 Applications
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1.4 Applications - Nature Language Processing

—
Since development of Al, Natural Language Processing (NLP) has
come a long way over the recent years with the advancements in the
area of language modelling and ever-increasing computational efforts
put 1n.

Text Classification ...

» Text Classification

» Information retrieval

» Relation extraction

» Topic modelling

» Machine translation

» Named Entity Recognition (NER)
» Text generation

» Text style transfer
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1.4 Applications - Nature Language Processing

» Named Entity Recognition (NER): real project Maki-Head Ancaion
wi (B
e sk
f B T 4 o
8 ) —
Hi 7 #
7 b
* BB N ps"f’lf
oLAE B & % = ¥
jbﬁ#&-&’ » % » ‘ ﬁﬁa% ‘ (Add & Norm ]
B R 2. ES =
EGHZR =
4 = =
ﬁﬁ % % %{ WJ 3 — Ad;zikl\:;rm
2 3t 5 E R = | |EiE
B b R 47 4 B| —— =
B 3L ?nzno 08 % ‘ Bt
ﬁ;‘ 7 /ﬁ: I Embefidm

Entity Relation triplet extraction algorithm for news program Transformer ss
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1.4 Applications - Speech Signal Processing

The greatest success in speech signal processing has been through Al
methods.

» Accent Recognition

» Speaker Identification
Voiceprint Recognition

» Speech Recognition

» Speech Event Detection

» Text-To-Speech

Remove silent

& noisy signal

using threshold
method.
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1.4 Applications - Speech Signal Processing

[0 Speech Recognition
B® Microsoft (X A E

IFLYTEK
f

-

b DeepMind

" Nm-:q)
O of the s &' |"lm~m. BN WYY g 1z asben Ine

S, FMERN
i e — 2015 XM CFEREATE 3¢

_..-..}_."“— 2015.12.21 [ ¥ A

~

p
Y | By the end of 2015, the accuracy rate
of simultaneous shorthand products
achieve 95%, exceeding the level of

J | human stenographer.
N\ T T )

p
In 2012, Microsoft demonstrated Al-
based simultaneous interpretation
products!
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1.4 Applications
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1.4 Applications - Al Game

More and more researchers begin to apply Al methods to games.

» AlphaGo _
> StarCraft (£ Fr5+55) + Al ER/THE XAILAB : Tanizgs
» Arena Of Valor (£5# 7Ri#) 2y T o omo

+ Al :

AZRsEmRTE
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1.4 Applications - Al Game

> AlphaGo

In 2016, Google’s AlphaGo successfully defeated world champion Lee
Sedol with a score of 4 to 1, again promoting the development of Al

icm AIphaGo i |
Yalie "; 9
J 8?
6“ -
o7 1
e

Go (H#[#H) is a complex board game that requires intuition, creative and strategic
thinking. It has been long considered as a difficult challenge in the field of Al
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1.4 Applications - Al Game

» AlphaGo 16} AlphaGo

Rollout policy ~ SL policy network RL policy network Value network Policy network Value network

m A 19%19 board: about
2x10'7" legal positions . ¢ ¥ o %

m The observable universe: %‘ j\ : :
A A

p,, @ls) v, ()

MIomiau [einaN

around 103" atoms

Human expert positions Self-play positions

' Game size BoardsizeN 3N | Percent legal Maximum legal game positions (A094777)(10] |
Cx 1 3 33% 1]
2x2 4 81 70% 57
3x3 9 19,683 64% 12,675
4x4 16| 43,046,721 56% 24,318,165 |
5x5 25| 847x101 49% 41x1011|
9x9 81| 44x10% 23.4% 1.039x1038 |
13x13 169 | 4.3x1080 8.66% 3.72497923x1079 |
19x19 361 1.74x10'72 1.196% 2.08168199382x10170

21x21 441 2.57x10210
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1.4 Applications
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* 1. Computer Vision
* 2. Nature Language Processing
* 3. Speech Signal Processing
* 4, Game Al
* 5. Bioinformatics

* 6. AI- CDSS (Artificial Intelligence for clinical
decision support)
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1.4 Applications - Bioinformatics

“Bioinformatics + AI” is a new and important filed of Al in recent
years.

» Drug Discovery

» Drug-Target Interaction

» Protein-Protein Interaction
» Drug Generation

» Protein Structure Prediction
» Genome Recognition

» Quantitative Structure—Activity
Relationship (QSAR)

FUTU
‘ Drug Dlscovery

Structure ©
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1.4 Applications - Bioinformatics

el
» Drug-Target Interaction

* Drug-Target Interaction (DTI) prediction plays a crucial role in drug discovery.

* Drug—target interaction (DTI) indicates the binding of drug to their targets.

* My paper as follow: Multi-scaled self-attention for drug— target interaction
prediction based on multi-granularity representation

Drug SMILES Drug Representation Learning
coc1=C... SO e i e |
Multi-Granularity l . < 3
Encoding = - !
A AR FAE Two Inputs
: : o |l & IS
Multi-Granularity g‘ Slle| =&
2 B2 o ]
Representation g g g g g A .
w ==
§7 > Blla&llB|!
(3] 2 : .
TR -V 0 8 (8 Regression Model
— e e L g
Multi-Scaled SAN Block g % % % % —y*
= e 5 g g g g
; S . . . .
S E N N Predict the Binding Affinity Scores
£ = E o E ‘ e s S
Multi-Granularity 2 G e |5 e |
Representation =8 o ||z i z |
&l w388 | \
Multi-Granularity u% ;Z> - : Interaction Learning
Encoding :
MTVKTEAA... St
Protein Sequence Protein Representation Learning
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1.4 Applications
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1.4 Applications - AI- CDSS

recent years.

“Medical Data + AI” 1s another new and important filed of Al 1n

Medical Data ‘

Electrocardiogram (ECG) ™
X-ray Image
CT image
Ultrasound Images
MRI Images

—

Al Model

m) <

~— Arrhythmia Classification
Cancer Detection
Tumor Detection
ROP Recognition

Disease Classification
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1.4 Applications - AI- CDSS

In January 2016, Enlitic developed a cancer detection

@ en II.I.I C system based on deep neural network, which 1s used to
find malignant tumors from X-ray, CT scan, ultrasound
examination, MRI and other images.

Lung cancer detection rate exceeds
radiographer level!
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1.4 Applications - Other

[0 Many tasks, learning
methods, architecture

in Al area.

input spiking neuron

B w
z_r.ll! g

1

Spiking Neural Network

T Output spiking neuron |

{3

.-"' -~

_J

‘ bathtubp
bed
} char———
I desk[—
) w— ]_.[ CNN, ] dresser[2
! ‘ ;
’ toiletF—
b
shaj
endered with 2D rendered our multi-view CNN architecture output dass
different virtual cam images predictions
. . .
I, Multi-view learning
= = =
Iy Reinforcement Learning in ML
Input Raw Data Environment |<€— Output
Jl > Reward Best Action
LA >
FL 0 e ,* n “
*.I** :'.l*'*l.l
s Y X A
* L ;
A Ve el —> —>
Mok (X amt ma ik
*xm * % H *u 2. B ¢
LR RSl - Selection of
State

Reinforcement learning
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1.1 What 1s Artificial Intelligence (AI)?

[0 What Is Artificial Intelligence?

."%W We agree with that:
':V:afﬂ\.ﬂ'tgnl ve

re “t ﬁ“ £,
> mlﬂ cl'g_l,m” :p s e rtanc Intelligence is the ability. to learn or

?““WIDW
.,...; """";[;"% understand or to deal with new or
= I nte I I lge n c e =s  trying situations;

"W "anen eationindiviguplsterr i the gbility to apply kpowledge to
S msc|ence manipulate one's environment or to

ﬁ‘i etence ]
;s%"é?‘ think abstractly.
hilosdphy
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1.1 What 1s Artificial Intelligence (AI)?

—

[0 What Is Artificial Intelligence?

Actually,
artificial intelligence is intelligence exhibited by machines.

atll AE B 14:34 64% @}

¢¢ What's the derivative of
X squared plus 2X plus
X cubed 9

| found this for you:

Ll
e Derivative

P L (X242X4XY)=3X0+2X+2
dx

L]
* Plots




1.1 Brief Review

—

[0 The History of Al

1956
The birth of “AI” 19605 and 1970s
Expert system
Brief Review 2017
1959 In early1980s AlphaGo
General problem solver Neural networks
I

1942 1962

| | _ 1997
Turing Test | First game-playing program

Deep Blue
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1.1 Brief Review

[0 The History of Al

1956
The birth of “AI”

o
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WHY?




1.1 Brief Review

They triggered the revolution of artificial intelligence!

"

o, | SoTARE .
syt Nl P
e frSgie
305 =

S

s B!

= INTERNET

i ] | B
' ' ANASEMENT _ wias
‘‘‘‘‘‘‘‘

“= oot yisists ST ORAGE ™ -
‘m‘!‘i 1 SETS DXAMALES & wen

Big data ]

J

High
performance
computation

Neural Networks
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1.1 Brief Review

] Different TRIBES OF Al

Michine 8 The Many Tribes of
3 | B ARTIFICIAL INTELLIGENCE

/
,'/ @ Fuzzy Logicians
i T { \

---------- Compressionists @Connecﬁonisfs est—— . B olb =
Learners \

AN { o

! 2] i B

Kemel Canadian (2NN Brifish

Conspirators AlphaGoists
i
i |

Conservatives

\
N

| A |

‘ Tree Huggers

©2017 Intuition Machine Inc.
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1.2 Different Tribes of Al

Intuition The symbols
ff:"?. e 7o iR

Mac L Connectome:st R are '0' ' 1 ! '9'
-
‘Y_‘ - ) 9 oo 9
Informcmon
PAC Theorists Integrahon
Theonsfs
Fuzzy Logicians

toom s ° 9 ) )

=

Newell and Simon:

SYMBOL: an entity having a
determinable meaning within a formal
symbol system.

Symbolists: Folks who used symbolic
rule-based systems to make inferences.
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1.2 Different Tribes of Al

Intuition

S ¢ * Bayesians—Folks who use probabilistic

rules and their dependencies to make
inferences.

nformation
PAC Theo ntegration
eorists
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1.2 Different Tribes of Al

Intuition
i

Information
PAC Theorists Integration —
Theorists
e 4 Fuzzy Lo
'\\ \

{
i
Y
|
‘ Bayesians = S i
]
=S
‘ Conservatives [l
| ]
X/
‘ Tree Huggers

Tree Huggers: Folks who use tree-based
models such as Random Forests and
Gradient Boosted Decision Trees.

als

........
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1.2 Different Tribes of Al

The Many Tribes of

Connectionists—Folks who ARTIFICIAL INTELLIGENCE
believe that intelligent behavior
0.

arises from simple mechanisms that
are highly interconnected.

Terminal branches of axon
(form junctions with other cells)

Dendrites
(receive messa ges British
{ \ pZ 7 fromothercels) [ LAV Y e ritis
WA AN ) ' AlphaGoists
] Axon
® d J (passes messages away
S

from the cell body to /4
0

Neural impulse ~ neural impulses)
(electrical signal traveling
down the axon)

©2017 Intuition Machine Inc.
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1.4 Summary

0 Summary
» Artificial intelligence is intelligence exhibited by machines.
» It is very difficult to find out a single definition for intelligence.
> Intelligence is the ability to learn or understand or to deal with
new or trying situations; the ability to apply knowledge to

manipulate one's environment or to think abstractly.

» Introduce many applications in filed of Al

> The Different Tribes of Al
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