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Where does intelligence come from ?

1 The brain

To other
arts of .
rain

Pyramidal cell
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| matter

De;cendlng
nerve fibres

®m The typical human neocortex:

m Stretched flat, the human neocortical sheet is roughly
the size of a large dinner napkin.

m  2mm thick
m 30 billion neurons

m  Atiny square millimeter contains an estimated
100,000 neurons.

m 100 trillion synapses.

m  The neocortex plays a key role in most "advanced
cognitive functions" such as thinking, memory,
planning, perception, language, and attention. °




Brief review

1 Artificial Neuron

Idea: Using computers to simulate the activities of biological neural
networks Is expected to make machines intelligent
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Artificial neural networks



Brief review

1 Artificial Neuron

Biological neural network Artificial neural networks
Q Neurons Neuron mode}@
Synaptic Abstract .
Q Connection ' Weights
Biological _ Neural network
Neural Networks | Build a computable models
mathematical model ot
: earning
[ Leanin ceontnn ()




Computational Model of Neural Network

Action

1 Artificial Neuron o

VSodIVu,m
permeability
Potassium
permeability
1 T

- Soma, Dendrites, Axons

- Function: Collect and transmit

/= signals

= - Dendrites receive multiple inputs

- Soma superimposes input
Information

- Pulses are generated when
Information Is superimposed to a
certain extent

- Single output

Single neuron structure

How to abstract?



Brief review

1 Artificial Neuron

Activation function

Axonal output
>

a

internal input

_ T _ Neuron output
Input signal



Brief review

1 Artificial Neuron x

DL WL 2 A Y -

Activation function

Axonal output

A a=f(2)

B.z = Wi X;

a
4

internal input

R input signal Neuron output
f (Zi: 1 WiXx i)

D.a=f(Wx)

C.a
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Brief review

1 Artificial Neuron

\ \ Y Dendrite Axon

terminal

7 \ﬂ"‘ 9,{} (. button
,;\ ‘ Soma (cell body)

> %1\ Qéa

Myelin sheath

Activation function

Axonal output

- o) €Ep g = z Wi,

internal input

_ T _ Neuron output
Input signal
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Computational Model of Neural Network

] Neural Networks

Neurons Neural Networks
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Computational Model of Neural Network

] Neural Networks

Neural Network = Neurons + Connections
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Computational Model of Neural Network

] Neural Networks

Feedforward neural network

neurons + feedforward connections

connection
neurons >

neurons

connection

Recurrent neural network

neurons + recurrent connections

connection

neurons neurons

connection

conpection
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Neural Networks

* Brief review
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Feedforward Neural Network

Sclera Choroid

[ Feedforward neural network }

[neurons + feedforward connections}

connection

neurons neurons

Ciliary body

B Feedforward neural network with three layers.

B light-sensing cells — bipolar cells — ganglion
cells (&% 2 - X A 2 BE- 55 4HAE)

B Neurons receive the outputs of neurons at
previous layer as inputs.

conpéction
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Feedforward Neural Network

\}tivation function
. f R
/ a=f(2)

T Total inputs Neuron output

Inputs

Problem: How are these neurons connected to form a
feedforward neural network?




Feedforward Neural Network

Forward computing

Layer 2 Layer [ Layer [ +1 Layer L-1 Layer L

Layer 1
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Feedforward Neural Network

Forward computing a*

(=

Layer [ contains n;

neurons. G/ N/ O Ny
@ Layer 1 Layer 2 Layer [ Layer [ +1 Layer L-1 Layer L
_ ai —
o - 4

D
The neuron located in I layer jt" place, Vector form
Layer a} denotes the output value of the neuron.
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Feedforward Neural Network

Layer [ Layer [ +1
- l l
W11 Wlnl — l l l
l_ l
W'= Wij al Wl al+1
l - -
L a' is the input of [ +1 layer.
— Wnl+11 W}ll+1nl — p y
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Feedforward Neural Network

Forward computing a'

—_—— o =
Layer 1 Layer 2 LFyer l Tayer [ +1 Layer L-1 Layer L

\ 4
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Feedforward Neural Network

Forward computing
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Feedforward Neural Network

Forward computing

| Algorlthm

|

' Input Wi, at

: for [ = 1:L, run function:

r adtt = fe(wtah

| return

|

, Function fc(W'ab)

IFori=1:n;44

+1 _

4= JllWlJaJ

: 1 .1
I +1 _ [+1
Coai T =f(z7)
|

|

Layer 1 Layer 2 Layer [ Layer [ +1 Layer L-1 Layer L 53



Feedforward Neural Network

XOR

0 Example: XOR Problem —

G [l |F ([]) = FIr @ + 22, = D) 4 f(=x, = x, + 15) — 1.5] | | 1 Q/ ¢

_______ s=>0

[— 1,
fls) = {O, otherwise =) |0

Problem: Could build a feedforward neural network to complete F ?

Forward computing a'

Layer 1 Layer 2 Layer [ Layer [ +1 Layer L-1 Layer L 24



Feedforward Neural Network

0 Example: XOR Problem

o1
11 ()
D R S
() 1. » E 0 _1 0
i - URNE:
MO ®
| \ f f
:‘ X —1 T ‘

___________________________
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Feedforward Neural Network

External inputs

0 Example: XOR Problem

ol
RS 9 (L) 01 [1 | L
11 L0 M
- - O > 07 17 i
(00) 0 ol L1 HO=E
X
F ([x;]) = fIf(2x; + 2, — 1) + f(—=x, — x5 + 1.5) — 1.5]

—————————————————————————

£(s) = {é

s=>0
otherwise

1
‘ |
7/
______________
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Feedforward Neural Network

In fact, FNN is a nonlinear mapping from R™t space to R™L space.

= f(wl1al 1) —f( L- 1f( L‘Zf(wL_3---f(W1a1))))
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Feedforward Neural Network

—

0 FNN

* The feedforward neural network is described by nonlinear
mapping and Is suitable for spatial correlation data analysis.
 Based on the topology of feedforward neural network, a variety

of feedforward neural network models are developed.




Neural Networks

* Brief review
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* Model Performance: Cost Function
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Recurrent Neural Networks

Recurrent neural network

neurons + recurrent connections

connection

neurons neurons

conngction con

ection

RNNs ---- with feedback connections 30



Recurrent Neural Networks

RNN = neurons + recurrent connections

X1 Connection weights

Activation function

a=f)

Total inputs Neuron output

31



Recurrent Neural Networks

; * No layers
| « ANy neuron connects to any others

IO = (Z)’v « All in a mess?
n

a=f(z)
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Recurrent Neural Networks

Problem: how to develop computational model of the RNNSs ?

33



Recurrent Neural Networks

34



Recurrent Neural Networks

FN
2 &




Recurrent Neural Networks

36



Recurrent Neural Networks

a,(t+1)

[N

a, (t +
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Recurrent Neural Networks

a; (¢ + D= f(z,(0)

,\

ay(t + D= f(z,(®)

Zq (tw@y/éz ) 2z (tw@yzz (t)

le‘
Wl‘

sz‘ a,(t)

W21‘ a, (t)
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Recurrent Neural Networks

a;(t+1) = f(wyra,(t) + wizay(t) )

[
z,(t) \W{Ch(t)‘*‘/wwéz (t)

a(t +1) 5 f(wzra,(t) + wpa;

N

Z3 (tWMJZZ a(t)

a,(t)

(1) )

a; (t)
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Recurrent Neural Networks

a,(t)

a, (t)

RNNs — Computational Neural Networks Model:
{al(t + 1) — f(Wllal(t) + leaz(t))

a(t +1) = f(wzra,(t) + wyya,(t))

40




Recurrent Neural Networks

Computational Model of RNNs:

a;(t+1)=f z wi;a;(t)
=t ) ) )L )
Vector form: Cﬁ CF

a(t+1) = f(Wa(t)) D

Wi1 Wln
| ale) = t The time changes in discrete
an (D] hanner.

a, (t)
W = :

Wnl nas Wnn

This model is a discrete time dynamic system.

41



Recurrent Neural Networks

With expanding in time, this
networks could have infinite layers.

Time  Input Neuron

RNN could be expanded
In time dimension.

)
A
A

‘,
W

N\
A\

i

\".
A
\
\

N
i\'\
N
/
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Recurrent Neural Networks

1 Multiple recurrent layers connected by a forward connection
] The neurons within the recurrent layer are connected by
recurrent connections

Through the recurrent connection,
the RNN can maintain certain
Internal states and form memory.

\ recurrent layer

recurrent
connections

/
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Recurrent Neural Networks
L

0 RNN

« The recurrent neural network is described by the dynamic system
and Is suitable for spatiotemporal correlation data analysis.
 Based on the topological structure of recurrent neural network, a

variety of recurrent neural network models are developed.

PEREPPY

OuGaie | MemoryM Out Gate 2
Block | Block

1 Gate 2 2 Gaie
cen | cen ol cenl | cen [

in Gute 1 i 2 To Gate 2

=E
TETES
3

®OEOO®OO®®
LSTM Recurrent High-way
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Have a try

e FEIE A MERELEN, EhaaFHMLE

AR (o) = 50
W m y(t— 1)
x(t) L@D y (f)

(1) FAEZMERIEIET & .
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Have a try

o] & N MR 451,

ﬁﬂ/%ﬁxﬁ K f(s) =s:

O

E

[P E 2P IRE

y(t—1)

y(f)

w, ( N
x(t) s@)| f
/

(1) FAEZMERIEIET & .

y(t) = f(s(®)),
s(t) = x(Ow; + y(t — Dw,
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FNNs VS. RNNSs

Forward computing al o FNNSs

""""""" ‘ ——" - Extract the spatial features
of static data

» Describe spatial correlation

Layer 1 Layer 2 Layer [ Layer [ +1 LayerL-1 LayerL

no recurrent connection
< RNNs

mrO— wWw— « Memory mechanism
'l .
bt  Extract spatiotemporal features of
~ B time sequence data
_ O ' * Describe time correlation

with recurrent connection 47



Neural Networks

* Brief review

 Feedforward Neural Networks

* Recurrent Neural Networks

* The Learning of Neutal Networks
* Model Performance: Cost Function
« Steepest Descent Method

 Backpropagation
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The Learning of Neural Networks

0 Knowledge is acquired by learning.
» Three human learning models:

Learning with teacher Reinforcement learning

Learning without teacher

Learning: establishment of new connections and the modification of
existing connections

49



The Learning of Neural Networks

 Learning is to change the connections by some rules.
 Similar with the three learning model of human:

Update Parameters Update Parameters > 0PP--4l||| —
ground truth action
: oy l ide | revrd
| error — | 1ing OO ORI | ol
RS “\\ - Training LAY \"Q“{ \7 ~ Reconstruction | [ 1 3 *éﬂ'&\@k
el Network - sample A /‘\ A A sample i i ¢ 3:? N
AN output | (.} DN
environment
Supervised Learning: Update Unsupervised learning: For Reinforcement learning:
the netyvork parameters non-label samples, the Update network
according to the error between network parameters are parameters with the goal of
the target output and the updated by reconstructing maximizing rewards
actual network output of the these samples. during interactions with

training sample the environment
50



The Learning of Neural Networks

0 Unsupervised Learning

Update Parameters Autoencoders
Encoder Decoder

OO

BORE) Jerror

Training+ (ﬁ}?&”ﬁ‘{(‘\"

sample \'/
o(.)o

><7
2

Unsupervised learning: For non-
label samples, the network
parameters are updated by Latem’ Bnace
reconstructing these samples. Representation

-'

'I

) )

' )
L . .
v ' :
, »
’ '
ot )
s ¥ )
LS - :
¢ 0 )

'I ;
) ' )

“
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The Learning of Neural Networks

0 Supervised Learning

§ Feature: red, round u Feature: yellow, strip

—————
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The Learning of Neural Networks

[0 Supervised Learning

53
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